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The perplexity score plot over the validation set reveals significant insights into the model's performance. Initially, there is a marked spike in perplexity at batch 0, likely due to variability in predictions with the first batch of data. Following this, the perplexity steadily decreases, indicating that the model effectively learns to predict the validation data as training progresses. The values stabilize between 10,000 and 15,000 towards the end of the validation process, suggesting that the model captures the underlying probability distribution of the validation dataset well. Overall, the gradual decline in perplexity reflects the model's improved generalization capabilities, although ongoing monitoring is essential to detect any potential overfitting in future evaluations
image1.png
perplexity based on the vali

FC]

W

¥ tes

ion set

# Calculate perplexity based on the validation set
def calculate_perplexity(model, val_loader!
rodel.eval()
total_loss = o
total ords - @

with torch.no_grad():
o inputs, targets in val_loader:
outputs - model (inputs)
Loss = criterion(outputs, targets)
total_loss += loss.iten()
total words += targets.size(s)

ave_loss - total_loss / len(val_loader)
perplexity = np.2xp(ave_loss)

return perplexity
# Perplexity calculation for the combined model
combined_perplexity = calculate_perplexity(combined nodel, val_loader)

print(f'Conbined Hodel Perplexity: {combined_perplexity:.2}')

Conbined Hogel Perplexity: §543.75

import numpy a5 np
import torch
inport matplotlib.pyplot as plt

# Calculate perplexity based on the validation set
def calculate_perplexity(model, val_loader):
rodel.eval()
perplexity_values = [1 # Store perplexity for each batch
total_loss = o

with torch.no_grad():
For inputs, targets in val_loader:
outputs - model (inputs)
Loss = criterion(outputs, targets)
total_loss += loss.iten()
avg_loss = total loss / (len(perplexity_values) + 1) # Average loss after each batch
perplexity = np.exp(avg_loss)
perplexity_values. append (perplexity) # Append current perplexity

return perplexity_values

# Perplexity calculation for the combined model
combined_perplexity = calculate_perplexity(combined model, val_loader)
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