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ABSTRACT 

 

Fitness is becoming an important part of human life as it brings many benefits 

to personal health. However, exercises can also be ineffective and become dangerous 

if performed incorrectly by the performer. Proper form is important in any physical 

activity, but it is especially important in sports or workouts. Correct form can not only 

reduce your risk of injury, but also allow you to move efficiently, increase your 

performance, and use your full range of motion. In my project, I use machine learning 

to provide detailed analysis and recommendations for improving the form of exercise 

performers. 

In addition, Deep Learning and Computer Vision are being intensively 

researched and improved every day. In particular, Google's development of 

MediaPipe, an open-source framework for building world-class machine learning 

solutions that provide basic machine learning models for common tasks such as hand 

tracking, posture recognition, ... This project, "Wrong pose detection in exercise 

videos based on machine learning", is based on the detection of postures by 

MediaPipe and is used to analyze, detect and classify fitness exercises. The final 

experimental results show that the algorithm proposed in this work can effectively 

identify correct and incorrect shapes performed in an exercise. 
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INTRODUCTION 

 

1.  PROBLEM DESCRIPTION 

With the advances in artificial intelligence and computing power, computer 

vision technology has made a great leap towards integration into our daily lives. 

Computer vision is a branch of computer science that deals with the development of 

digital systems that can process, analyze, and interpret visual data (images or videos) 

in the same way that humans do. The concept of computer vision is based on teaching 

computers to process and understand an image at the pixel level. Technically, 

machines attempt to retrieve visual information, process it, and interpret the results 

through special software algorithms. 

It has also been shown that physical activity is extremely important in 

people's daily lives nowadays. Being physically active can improve brain health, help 

with weight control, reduce the risk of disease, strengthen bones and muscles, and 

improve your ability to perform everyday activities. Everyone can benefit from the 

health benefits of physical activity, regardless of age, gender, ethnicity, shape ... 

When it comes to exercises, quality is more important than quantity. The way an 

exercise is performed can make the difference between you having to exert yourself 

or sit out. Anyone with more experience can benefit from occasional feedback on 

form. Perfecting form increases performance, saves energy, and reduces injury over 

time. However, for many people, especially beginners or people who do their 

exercises mainly by themselves, performing these exercises in an improper form is a 

common mistake due to lack of knowledge or lack of instruction. With improper 

form, performers risk strainingor injuring their bodies instead of exercising them. One 

thing is for sure, they will not see results if they are left stranded with a frustrating 

injury. 

This thesis is about building machine learning models for different exercises 

using the MediaPipe framework. For each exercise, the corresponding model will 

detect whether the exercise is performed correctly or not. The trained models will be 

used to create a web application where users can provide their training videos to get 

feedback on their form. 

2.  PURPOSE OF THE STUDY 

 The goal of this study is to develop 4 machine learning models for 4 of the 

most common home exercises, where each model can detect any form of incorrect 

movement while a person is performing a corresponding exercise. In addition, a web 

application is developed that uses the trained models to analyze exercise videos and 

provide feedback. 
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3.  LIMITATION AND SCOPE 

This study researches deep learning knowledge such as computer vision, 

neural network and MediaPipe framework. The study also uses Python programming 

language, Open CV library for image processing; Sci-kit learn library and Keras 

library for building machine learning model; Vue.js framework and Django 

framework for the web application that utilizes the trained model for feedbacks on 

incorrect form to exercise videos. 

4.  GENERAL APPROACH 

- Research on which popular exercises which commonly improperly 

perform. 

- Research on which technology to choose that is suitable to solve the 

problem. 

- Collect and process data of the chosen exercises. 

- Train and evaluate model for each exercise.  

- Build a web application utilize all the trained models. 

- Evaluate the final model and test the web application. 

5.  CRITERIA FOR STUDY SUCCESS 

- Successfully build 4 models for 4 exercises which can detect proper and 

improper form of each exercise. 

- Successfully build a web application which apply the trained models for 

providing feedbacks and recommendation for users bases on their exercise 

videos. 

- Earn knowledge on deep learning and computer vision topics.  Apply 

MediaPipe framework to real life application. 

6.  OUTLINE OF THE STUDY 

- Introduction: Introduce the problem and the general concepts of the topic, 

such as expectation, limit, content, etc. 

- Chapter 1: Related theories and tools. Present related theoretical content 

about computer vision, the MediaPipe framework, and other technologies 

used in the study. 

- Chapter 2: Methodology. Present general methods for detecting errors in 

the selected exercises, address each exercise in detail, and provide an 

overview of the web application. 

- Chapter 3: Results. Present evaluation metrics, evaluation results for all 

trained models, and create test scenarios, test results for web applications. 
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7.  RELATED WORKS 

In March 2018, a study “Pose Trainer: Correcting Exercise Posture using 

Pose Estimation” is published by Steven Chen and Richard Yang (both from 

Standford University) [5] with the intention to use machine learning in fitness 

exercise for helping prevent injuries and im-prove the quality of people’s workouts 

with just a computer and a webcam. The report of the study introduces Pose Trainer, 

an end-to-end computer vision application that uses pose estimation, visual geometry, 

and machine learning to provide personalized feedback on fitness exercise form. The 

study worked with 4 different exercises (bicep curl, front raise, shoulder shrug and 

shoulder press) recording training videos for each, and use both geometric heuristic 

algorithms to provide personalized feed-back on specific exercise improvements, as 

well as machine learning algorithms to automatically determine posture correctness 

using only labeled input videos. 
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CONTENTS 

 

CHAPTER 1:  RELATED THEORIES AND TOOLS 

 

1. COMPUTER VISION 

 Computer vision is the field of computer science that focuses on creating 

digital systems that can process, analyze, and make sense of visual data (images or 

videos) in the same way that humans do. The concept of computer vision is based on 

teaching computers to process an image at a pixel level and understand it. 

Technically, machines attempt to retrieve visual information, handle it, and interpret 

results through special software algorithms. 

There is a lot of research being done in the computer vision field, but it’s not 

just research. Real-world applications demonstrate how important computer vision is 

to endeavors in business, entertainment, transportation, healthcare and everyday life. 

A key driver for the growth of these applications is the flood of visual information 

flowing from smartphones, security systems, traffic cameras and other visually 

instrumented devices. 

- Google Translate lets users point a smartphone camera at a sign in another 

language. 

- IBM is applying computer vision technology with partners like Verizon to 

bring intelligent AI to the edge, and to help automotive manufacturers 

identify quality defects before a vehicle leaves the factory. 

- The development of self-driving vehicles relies on computer vision to 

make sense of the visual input from a car’s cameras and other sensors. It’s 

essential to identify other cars, traffic signs, lane markers, pedestrians, 

bicycles and all of the other visual information encountered on the road. 

 
2. MEDIAPIPE FRAMEWORK 

MediaPipe is an open-source framework for building pipelines to perform 

computer vision inference over arbitrary sensory data such as video or audio. Using 

MediaPipe, such a perception pipeline can be built as a graph of modular components. 

MediaPipe was built for machine learning (ML) teams and software developers who 

implement production-ready ML applications, or students and researchers who 

publish code and prototypes as part of their research work.  

In computer vision pipelines, those components include model inference, 

media processing algorithms, data transformations, etc. Sensory data such as video 

streams enter the graph, and perceived descriptions such as object-localization or 
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face-keypoint streams exit the graph. Figure 1 below describe a pipeline for an object 

detection process of MediaPipe. 

 

 
Figure 1: Object detection pipeline in MediaPipe [16] 

 

The main use case for MediaPipe is rapid prototyping of perception pipelines 

with inference models and other reusable components. MediaPipe also facilitates the 

deployment of perception technology into demos and applications on a wide variety 

of different hardware platforms. MediaPipe enables incremental improvements to 

perception pipelines through its rich configuration language and evaluation tools. 

MediaPipe allows a developer to prototype a pipeline incrementally. A pipeline is 

defined directed graph of components where each component is a Calculator. The 

graph is specified using a GraphConfig protocol buffer and then run using a Graph 

object. 

In the graph, the calculators are by data, Streams. Each represents a time-

series of data, Packets. Together, the calculators and streams define a data-flow 

graph. The packets which flow across the graph are collated by their timestamps 

within the time-series. 

- Packet: basic data unit in MediaPipe. A packet consists of a numeric 

timestamp and a shared pointer to an immutable payload.  
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- Stream: each node in the graph is connected to another node through a 

stream.  A stream carries a sequence of packet whose timestamps must be 

monotonically increasing.  

- Calculators: implemented as each node of a graph. The bulk of graph 

execution happens inside its calculator. 

- Graph: all processing takes places within the context of a Graph. A graph 

contains a collection of nodes joined by directed connections along which 

packets can flow. 

- GraphConfig: is a specification that describes the topology and 

functionality of a MediaPipe graph. All the necessary configurations of 

the node, such its type, inputs and outputs must be described in the 

specification.  Description of the node can also include several optional 

fields, such as node-specific options, input policy and executor. 

 

3. MEDIAPIPE POSE 

3.1. Overview and MediaPipe Pose pipeline 

MediaPipe Pose is a ML solution for high-fidelity body pose tracking, 

inferring 33 3D landmarks and background segmentation mask on the whole body 

from RGB video frames utilizing our BlazePose research that also powers the ML 

Kit Pose Detection API. Current state-of-the-art approaches rely primarily on 

powerful desktop environments for inference, whereas our method achieves real-time 

performance on most modern mobile phones, desktops/laptops, in python and even 

on the web. 

The solution utilizes a two-step detector-tracker ML pipeline, proven to be 

effective in MediaPipe Hands and MediaPipe Face Mesh solutions. Using a detector, 

the pipeline first locates the person/pose region-of-interest (ROI) within the frame. 

The tracker subsequently predicts the pose landmarks and segmentation mask within 

the ROI using the ROI-cropped frame as input. Note that for video use cases the 

detector is invoked only as needed, i.e., for the very first frame and when the tracker 

could no longer identify body pose presence in the previous frame. For other frames 

the pipeline simply derives the ROI from the previous frame’s pose landmarks.  
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Figure 2: Example of pose detection by MediaPipe [9] 

 

3.2. BlazePose detector model 

For real-time performance of the full ML pipeline consisting of pose 

detection and tracking models, each component must be very fast, using only a few 

milliseconds per frame. To accomplish this, it is known that the strongest signal to 

the neural network about the position of the torso is the person's face (due to its high-

contrast features and comparably small variations in appearance). Therefore, 

BlazePose is a fast and lightweight pose detector by making the strong (yet for many 

mobile and web applications valid) assumption that the head should be visible for 

single-person use case. 

Therefore, the detector is inspired by the lightweight BlazeFace model, used 

in MediaPipe Face Detection, as a proxy for a person detector. It explicitly predicts 

two additional virtual keypoints that firmly describe the human body center, rotation 

and scale as a circle. Inspired by Leonardo’s Vitruvian man, the model predicts the 

midpoint of a person’s hips, the radius of a circle circumscribing the whole person, 

and the incline angle of the line connecting the shoulder and hip midpoints. Figure 3 

below describe the detection’s pipeline of BlazePose detector model. 

 

 
Figure 3: MediaPipe pose detection's pipeline [8] 
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3.3. MediaPipe Pose Output 

 

 
Figure 4: The 33 landmarks model in MediaPipe Pose predicts  [8] 

 

MediaPipe Pose returns a list of 33 pose landmarks as shown from Figure 4 

above. Each landmark consists of the following properties: 

- x and y: Landmark coordinates normalized to [0.0, 1.0] by the image width 

and height respectively. 

- z: Represents the landmark depth with the depth at the midpoint of hips 

being the origin, and the smaller the value the closer the landmark is to the 

camera. The magnitude of z uses roughly the same scale as x. 

- visibility: A value in [0.0, 1.0] indicating the likelihood of the landmark 

being visible (present and not occluded) in the image. 

 

4. RELATED TECHNOLOGIES AND LIBRARIES 

4.1. Open CV 

OpenCV is an open-source software library for computer vision and machine 

learning. The OpenCV full form is open-source computer vision library. It was 

created to provide a shared infrastructure for applications for computer vision and to 

speed up the use of machine perception in consumer products. 

Gary Bradsky invented OpenCV in 1999 and soon the first release came in 

2000. This library is based on optimized C / C++ and supports Java and Python along 

with C++ through an interface. The library has more than 2500 optimized algorithms, 

including an extensive collection of computer vision and machine learning 

algorithms, both classic and state-of-the-art. Using OpenCV it becomes easy to do 

complex tasks such as identify and recognize faces, identify objects, classify human 

actions in videos, track camera movements, track moving objects, extract 3D object 
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models, generate 3D point clouds from stereo cameras, stitch images together to 

generate an entire scene with a high-resolution image and many more. 

4.2. Scikit-learn 

Scikit-learn is a free software library for the Python programming language 

that provides a collection of algorithms for machine learning and data mining. It 

features various classification, regression and clustering algorithms including support 

vector machines, random forests, boosting, k-means and DBSCAN, and is designed 

to interoperate with the Python numerical and scientific libraries NumPy and SciPy. 

It is licensed under the BSD license. 

4.3. Keras 

Keras is an open-source deep learning framework for python. It has been 

developed by an artificial intelligence researcher at Google named Francois Chollet. 

Leading organizations like Google, Square, Netflix, Huawei and Uber are currently 

using Keras. Keras has nice guiding principles: modularity, minimalism, 

extensibility, and Python-nativeness. Keras also has out-of-the-box implementations 

of common network structures. It’s fast and easy to get a convolutional neural 

network up and running. 

4.4. Vue.js 

Vue is an open-source progressive framework that is designed to be 

incrementally adoptable, as the core library is focused around the view layer only. 

Vue.js is primarily used to build web interfaces and one-page applications. In saying 

that, it can also be applied to both desktop and mobile app development thanks to the 

HTML extensions and JS base working in tandem with an Electron framework – 

making it a heavily favored frontend tool. 

4.5. Django 

Django is a high-level Python web framework that enables rapid 

development of secure and maintainable websites. It is free and open source, has a 

thriving and active community, great documentation, and many options for free and 

paid-for support. Due to its nature of written in Python, it would make it easier to 

deploy machine learning based projects. 
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CHAPTER 2:  METHODOLOGY 

CHAPTER 3:   

1. EXERCISES SELECTION AND ERROR DETERMINATION 

First and foremost, the initial step of this thesis is to decide which exercises 

to use to train the machine learning model for incorrect pose correction. Since the 

time for this work is limited, only 4 exercises are selected. Each exercise must meet 

the following criteria: 

- An exercise is popular among people who exercise at home or who 

exercise mostly alone. Therefore, there is a high probability that the 

exercise will be performed improperly. 

- An exercise must contain at least 2 common mistakes that affect the 

inefficiency of the exercise. 

Based on the above criteria, I decided on 4 exercises: biceps curl, basic plank, 

basic squat and lunge. 

 
Figure 5: A person doing lunge 

Source: https://www.pexels.com/photo/senior-man-in-sportswear-warming-up-on-

stadium-5067670/ 

After decided on 4 exercises, for each exercise, the next step is to identify at 

least 2 common errors for each exercise and then develop a strategy for detecting 

them (the detail of on detecting each error will be going in depth in page 23). Here 

are the identified common errors for each exercise: 

- Bicep Curl: Loose upper arm, weak peak contraction and lean-back 

standing posture. 

- Basic plank: Lower back and High back. 

- Basic squat: Foot placement too tight/wide and knee placement too 

wide/tight. 

- Lunge: Knee’ angles and knee over toe while going down. 
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2. DATA COLLECTING 

2.1. Self-collected data 

Due to the lack of videos or records on the internet of people performing 

exercises in both proper and improper ways, the majority of the self-collected videos 

were either taken by myself, my friends, or my family. There are a total of 4 

contributors for this data set. For each exercise, each participant must: 

- Record 2 videos with different camera angles if the participant performs 

the exercise correctly. 

- Record 2 videos with different camera angles for each identified error of 

the exercise. 

For any video provided by a contributor, the video must meet the following 

criteria: 

- For exercises that do not require a lot of action, such as Plank, the 

minimum duration of a video is 30 seconds. For exercises that require 

more movement, such as Squats, participants must perform the exercise 

for at least 15 repetitions per video. 

- The video is shot in an environment with sufficient light so that a person's 

entire body can be easily seen. 

- For each exercise, the video must clearly show the important joints or 

movements that are important to the exercise. 

- The participant must be in the frame throughout the video. 

After collecting the videos, depends on the exercise, they are divided into 

multiple classes. Figure 6 below is an example of a directory tree structure of 

collected video. 

- “proper-form”: Videos in which a participant performs the exercise 

correctly. 

- “error-form”: Videos in which a participant performs the exercise 

incorrectly. 

 

 
Figure 6: Directory tree structure of collected videos example 
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2.2. Public Dataset from Kaggle 

With an exercise such as Plank, as there is not much movement during the 

exercise, I’m able to find a dataset from an open database from Kaggle. In short, 

Kaggle is an online community platform for data scientists and machine learning 

enthusiasts. 

The found dataset is about many yoga poses but the very well-known ones 

are the downward dog pose, goddess pose, tree pose, plank pose and the warrior pose. 

The dataset contains 5 folders for 5 poses, each folder contains images of people 

correctly doing the correspond pose. For the purpose of this thesis, only the folder 

contains the images of people properly doing plank is chosen. There are 266 image 

files in that folder, I handpicked all the images that represent a basic plank and discard 

the reset. In conclusion, there are 30 images which are arranged to the proper form 

class for basic plank. 

 

3. SIMPLE ERROR DETECTION 

For some simple errors (for example, the feet placement error in squat), the 

detection method is either measuring the distance/angle between different joints 

during the exercise with the coordinate outputs from MediaPipe Pose. 

a. Distance Calculation 

Assume there are 2 points with the following coordinates: Point 1 (𝑥1, 𝑦1) 

and Point 2 (𝑥2, 𝑦2), below is the formula to calculate the distance between 2 points. 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2 

 

b. Angle Calculation 

Assume there are 3 points with the following coordinates: Point 1 (𝑥1, 𝑦1), 

Point 2 (𝑥2, 𝑦2) and Point 3 (𝑥3, 𝑦3), below is the formula to calculate the angle 

created by 3 points. 

 

𝑎𝑛𝑔𝑙𝑒_𝑖𝑛_𝑟𝑎𝑑𝑖𝑎𝑛 = arctan2 (𝑦3 − 𝑦2, 𝑥3 − 𝑥2) − 𝑎𝑟𝑐𝑡𝑎𝑛2(𝑦1 − 𝑦2, 𝑥1 − 𝑥2) 

𝑎𝑛𝑔𝑙𝑒_𝑖𝑛_𝑑𝑒𝑔𝑟𝑒𝑒 = (𝑎𝑛𝑔𝑙𝑒_𝑖𝑛_𝑟𝑎𝑑 ∗  180)/Π 

 

4. MODEL TRAINING FOR ERROR DETECTION 

4.1. Data processing 

The general approach of processing data from collected videos for training 

model is illustrated in Figure 7: Data processing below. 
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Figure 7: Data processing 

 

4.1.1. Detecting important landmarks 

For each exercise there are different poses/body positions, so it is important 

to identify the body parts (shoulder, hip, ...) that contribute to the exercise. The 

important landmarks identified for each exercise are used to extract the position of 

the body parts during the exercise with MediaPipe Pose. 

 
Figure 8: Example of important landmarks for plank exercise  

In addition, the properties of each landmark, such as x, y, z, and visibility, are 

reduced to 4 headers for a csv file. For example, with the NOSE landmarks, the 4 

headers would be as follows: NOSE_x, NOSE_y, NOSE_z and NOSE_v (see page 15 - 

MediaPipe Pose Output for more detail). Therefore, for each exercise, an empty csv 

file will be initialized. The first header is the “label” which contain a class for each 

datapoint, the rest of file’s headers are all the important headers with their properties 

flatten. 
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4.1.2. Extract data from video to file using OpenCV and MediaPipe 

With every exercise, there are videos which are separated into different 

classes. With each video, every frame that matches a certain form of an exercise 

would be processed as follows: 

- Process every frame using OpenCV then utilize MediaPipe Pose to 

produce a list of coordinate predictions of all keypoint locations, and their 

corresponding prediction confidence. 

Configuration options for Medipipe Pose: 

o MIN_DETECTION_CONFIDENCE: Minimum confidence value ([0.0, 

1.0]) from the person-detection model for the detection to be 

considered successful. Default to 0.5. 

o MIN_TRACKING_CONFIDENCE: Minimum confidence value ([0.0, 

1.0]) from the landmark-tracking model for the pose landmarks 

to be considered tracked successfully, or otherwise person 

detection will be invoked automatically on the next input image. 

Setting it to a higher value can increase robustness of the solution, 

at the expense of a higher latency. Default to 0.5. 

cap = cv2.VideoCapture("/path/to/video") 

 

with mp_pose.Pose(min_detection_confidence=0.5, 

min_tracking_confidence=0.5) as pose: 

 while cap.isOpened(): 

  ret, image = cap.read()  

  image = cv2.cvtColor(image, cv2.COLOR_BGR2RGB) 

  results = pose.process(image) 

 

- For every frame with the list of predicted landmarks, the important 

landmarks for a correspond exercise would be extracted in append as a 

row to the csv file with the label column matches the class of the video. 

- The collected data which is saved in a csv file would be split to train and 

evaluate model. 80% of the data will be used for model training and the 

remaining 20% will be used for model evaluation. 

 

4.2. Model Training 

There are 2 methods used in this thesis for model training. For each exercise, 

the models trained for each method will be compared and the best model will be 

chosen. 

- Classification with Scikit-learn. 

- Building a Neural Network for classification with Keras. 
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4.2.1. Classification with Scikit-learn 

The machine learning algorithms used for model training are: Decision 

Tree/Random Forest (RF), K-Nearest Neighbors (KNN), C-Support Vector (SVC), 

Logistic Regression classifier (LR) and Stochastic Gradient Descent classifier 

(SGDC). After the training session, each result from each algorithm will be evaluate 

with metrics such as: precision, recall, accuracy and F1 score. The algorithm which 

provides the best results will be selected. Below is the sample code for this section. 

algorithms = [("LR", LogisticRegression()),  

 ("SVC", SVC()),  

 ('KNN, KNeighborsClassifier()),  

 ("SGDC", SGDClassifier()),  

 ('RF', RandomForestClassifier()),] 

for name, model in algorithms:  

 trained_model = model.fit(X_train, y_train)  

 

 

4.2.2. Neural Network for classification with Keras 

With Keras, composing a neural network by creating layers and linking them 

together. In this project, one type of layer called a fully connected or Dense layer. In 

Keras, this is defined by the keras.layers.Dense class. A dense layer has a number 

of neurons, which is a parameter which can be chosen when the layer is created. When 

connecting the layer to its input and output layers every neuron in the dense layer gets 

an edge (i.e. connection) to all of the input neurons and all of the output neurons. 

Occasionally, Dropout layers are utilized in the model’s architecture. The 

term “dropout” refers to dropping out the nodes (input and hidden layer) in a neural 

network. The nodes are dropped by a dropout probability of p. Dropout layer is used 

to combat the problem of overfitting. In overfitting, a unit may change in a way that 

fixes up the mistakes of the other units, using dropout, it prevents these units to fix 

up the mistake of other units, thus preventing co-adaptation, as in every iteration the 

presence of a unit is highly unreliable. Therefore, by randomly dropping a few units 

(nodes), it forces the layers to take more or less responsibility for the input by taking 

a probabilistic approach. 

For each training session, there are 4 models’ architectures which would be 

experiment with. Depends on the evaluation metrics for each model, the model that 

yield the best results will be chosen. 

- Neural network with 3 Dense layers. 

- Neural network with 5 Dense layers. 

- Neural network with 5 Dense layers and 2 Dropout layers. 

- Neural network with 7 Dense layers. 
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5. ERROR DETECTION PROCESS IN DEPTH FOR EACH EXERCISES 

The previous section discusses about the general approach, each step to build 

models for the 4 exercises, this section will address in detail on each exercise.  

5.1. Bicep Curl 

5.1.1. Basic technique, errors description and important landmarks 

The biceps curl is a highly recognizable weight-training exercise that works 

the muscles of the upper arm, and to a lesser extent, those of the lower arm. The 

exercise has to be performed while standing, involve around the arms moving up and 

down while holding a dumbbell or barbell. 

There are 3 popular errors of bicep curl that will be targeted in this thesis [4]: 

- Loose upper arm: when one arm moves up during exercise, the upper arm 

moves instead of standing still. 

- Weak peak contraction: when an arm moves up, it does not go high 

enough, so the biceps do not contract to the best of effectiveness. 

- Lean too far back: the upper body of the performer leans backwards and 

forwards during the exercise for the swing. 

 In my research and exploration, the important MediaPipe Pose landmarks 

for this exercise are: nose, left shoulder, right shoulder, right elbow, left elbow, right 

wrist, left wrist, right hip and left hip. 

5.1.2. Errors detection method 

a. Loose upper arm 

Can be detected by calculating the angle between the elbow, shoulder and the 

shoulder’s projection on the ground. Through my research, if the angle is over 40 

degrees, the movement will be classified as a “loose upper arm” error. 

b. Weak peak contraction 

Can be detected by calculating the angle between the wrist, elbow and 

shoulder when the performer’s arm is coming up. Through my research, if the angle 

is more than 60 degrees before the arm comes down, the movement will be classified 

as a “weak peak contraction” error. 

c. Lean too far back 

Due to its complexity, machine learning is used for this error. Videos of 

participants with and without this error are used as data for the training model. Figure 

11 is a visual graph represent the number of frames gathered from the videos and their 

classes. There are a total of 15372 images, in which, there are 8238 samples (53.6%) 

belong to class correct posture (C) and 7134 (46.4%) samples belong to class lean 

back (L). Every datapoint in the dataset is consist of 37 columns which are formed 

based on its classed and the important landmarks. 
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Figure 9: Class balance of Bicep Curl's dataset 

 

As mention earlier in page 21 - Model Training  a combination of Scikit-learn 

machine learning algorithms and 4 neural network architectures are used for model 

training. The results of the experiment in training mentioned model are shown in the 

table below. 

Table I. Model training experiments for Bicep Curl’s error 

Model Neural Network Precision Recall Accuracy 

KNN False 0.975 0.968 0.972 

7 layers True 0.972 0.962 0.967 

5 layers True 0.963 0.949 0.955 

SVC False 0.93 0.934 0.932 

RF False 0.947 0.925 0.931 

7 layers with 

dropout 

True 0.936 0.924 0.93 

3 layers True 0.939 0.92 0.929 

LR False 0.792 0.738 0.762 

SGDC False 0.712 0.715 0.715 
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5.2. Basic Plank 

5.2.1. Basic technique, errors description and important landmarks 

The plank, or planking, is an exercise that involves your core muscles, 

improving your strength, balance and endurance. To perform a plank, lying on the 

ground with the elbows in line with the shoulder and the feet shoulder width apart, 

Push body up bearing the weight on the forearms and feet, body is kept straight. 

There are 3 popular errors of basic plank that will be targeted in this thesis:  

- High lower back: when performing the exercise, the lower back is not 

kept straight, but is lifted too high. 

- Low lower back: when performing the exercise, the lower back is not kept 

straight, but is brought down too low. 

 In my research and exploration, the important MediaPipe Pose landmarks for 

this exercise are: nose, left shoulder, right shoulder, right elbow, left elbow, right 

wrist, left wrist, right hip, left hip, right knee, left knee, right ankle, left ankle, right 

heel, left heel, right foot index and left foot index. 

5.2.2. Errors detection method 

Videos of contributors perform in both 3 stages (proper form, high lower 

back and low lower back) of this exercise are used for to build a machine learning 

model. Figure 10 is a visual graph represent the number of frames gathered from the 

videos and their classes. There are a total of 28623 images, in which, there are 9630 

samples (33.6%) belong to class correct form (C), 8982 samples (31.4%) belong to 

class high back (H) and 10011 (35%) samples belong to class low back (L). Every 

datapoint in the dataset consists of 69 columns which are formed based on its classed 

and the important landmarks. 

 
Figure 10: Class balance of Basic Plank's dataset  
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The results of the experiment in training mentioned model are shown in the 

table below (detail mentioned in page 21 - Model Training). 

Table II. Model training experiments for Plank’s error detection 

Model Neural Network Precision Recall Accuracy 

LR False 0.996 0.996 0.996 

7 layers with 

dropout 

True 0.994 0.994 0.994 

SVC False 0.987 0.987 0.987 

SGDC False 0.981 0.981 0.981 

KNN False 0.955 0.949 0.949 

5 layers True 0.934 0.93 0.93 

7 layers True 0.935 0.924 0.924 

RF False 0.922 0.899 0.899 

3 layers True 0.869 0.848 0.848 

 

5.3. Basic squat 

5.3.1. Basic technique, errors description and important landmarks 

A squat is a strength exercise in which the trainee lowers their hips from a 

standing position and then stands back up. During the descent of a squat, the hip and 

knee joints flex while the ankle joint dorsiflexes; conversely the hip and knee joints 

extend and the ankle joint plantarflexes when standing up. 

There are 3 popular errors of basic squat that will be targeted in this thesis:  

- Feet placement: The placement of the feet is extremely important in the 

squat position. The 2 feet should be placed so that the width of 2 feet is 

approximately equal to the width of 2 shoulders. 

- Knee placement: Knee placement is not only important, but can be 

dangerous if done incorrectly during heavy loading. During the "down" 

phase of the exercise, the knee should be wider open than the feet are 

wide. 

 In my research and exploration, the important MediaPipe Pose landmarks for 

this exercise are: left shoulder, right shoulder, right hip, left hip, right knee, left knee, 

right ankle and left ankle. 

5.3.2. Stage detection method 

In contrast with other exercises, there are 2 stages when performing squat, 

“up” and “down” stage, because it is important for error detection to discriminate 

stage of the squat, a model is trained for this task. 
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Videos of contributors perform proper form of a squat of this exercise are 

used for to build a machine learning model. Figure 11 is a visual graph represent the 

number of frames gathered from the videos and their classes. There are a total of 374 

images, in which, there are 188 samples (50.25%) belong to class up and 186 

(49.75%) samples belong to class down. Every datapoint in the dataset consists of 37 

columns which are formed based on its classed and the important landmarks. 

 

 
Figure 11: Class balance of Squat's dataset  

 

The results of the experiment in training mentioned model are shown in the 

table below (detail mentioned in page 21 - Model Training). 

Table III. Model training experiments for Squat's stage 

Model Neural Network Precision Recall Accuracy 

LR False 0.994 0.994 0.994 

5 layers True 0.994 0.993 0.993 

SGDC False 0.993 0.993 0.993 

3 layers True 0.99 0.992 0.992 

KNN False 0.985 0.985 0.985 

7 layers True 0.985 0.982 0.982 

7 layers with 

dropout 

True 0.981 0.985 0.985 

SVC False 0.978 0.977 0.977 

RF False 0.254 0.504 0.504 
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5.3.3. Errors detection method 

a. Feet placement 

Can be detected by calculating ratio between the distance of 2 feet and the 

distance of 2 shoulders. To precisely choose the correct ratio, videos of contributors 

perform proper form of a squat are analyzed. In that respect, 851 datapoints are 

gathered.  

 
Figure 12: Graph representing the ratio between feet width and shoulder wi dth in 

correct squat position 

Figure 12 above is a visual graph represents the ratio between the feet width 

and shoulder width calculated from 851 data points. As shown from the graph, 

assume that 𝑥 is the ratio between feet width and shoulder width:  

- 1.2 ≤ 𝑥 ≤ 2.8 : correct foot placement 

- 𝑥 <  1.2: foot placement is too tight 

- 𝑥 >  2.8 : foot placement is too wide 

 

b. Knee placement 

Can be detected by calculating ratio between the distance of 2 knee and 2 

feet. Similar to the previous error, videos of contributors are analyzed to determine a 

correct threshold. Due to the dynamic movement of the knee during the exercise, the 

calculated ratio from the data will be separate into 3 stages: up, middle and down. 
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Figure 13: Graph representing the ratio between knee width and feet width in each  

squat stage with correct form 

Figure 13 above is a visual graph represents the ratio between the knee width 

and feet width. As shown from the graph, assume that 𝑥 is the ratio between feet 

width and shoulder width: 

- At “down” stage: 

o 0.7 ≤ 𝑥 ≤ 1.1 : correct knee placement 

o 𝑥 < 0.7: knee placement is too tight 

o 𝑥 > 1.1: knee placement is too wide 

- At “middle” stage: 

o 0.7 ≤ 𝑥 ≤ 1 : correct knee placement 

o 𝑥 < 0.7: knee placement is too tight 

o 𝑥 > 1: knee placement is too wide 

- At “up” stage: 

o 0.5 ≤ 𝑥 ≤ 1.1 : correct knee placement 

o 𝑥 < 0.5: knee placement is too tight 

o 𝑥 > 1.1: knee placement is too wide 

 

5.4. Lunge 

5.4.1. Basic technique, errors description and important landmarks 

A lunge can refer to any position of the human body where one leg is 

positioned forward with knee bent and foot flat on the ground while the other leg is 

positioned behind. 
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There are 2 popular errors of lunge that are targeted in this thesis:  

- Knee angle: while the body is in a low position, the angle of 2 knees 

should be about 90 degrees. A too wide or too narrow angle of the knees 

could indicate that the performer is taking too large or too small a step 

when performing the lunge. 

- Knee over toe: while the body is in a low position, the performer usually 

leans too far forward so that the knee passes the toes, especially with 

heavier weight. This popular mistake can lead to a knee injury or 

imbalance for the performer. 

In my research and exploration, the important MediaPipe Pose landmark for 

lunge are: nose, left shoulder, right shoulder, left knee, right knee, right hip, left hip, 

left ankle, right ankle, left heel, right heel, left foot index and right foot index. 

5.4.2. Error detection methods 

a. Knee angle 

Can be detected by calculating the angle of the left and right knee. To 

precisely choose the correct lower and upper thresholds for this error, videos of 

contributors perform correct form of the exercise are analyzed. In that respect, 9906 

datapoints of correct knee angles are gathered. 

Figure 14 is a visual graph represent the angles of right and left knee while 

properly performing lunge. In conclusion from the graph, the angle of left/right knee 

during the low position of a lunge should be in between 60 and 135 degrees.  

 

 
Figure 14: Graph representing the angles of right and left knee in correct lunge 

position 
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b. Knee over toe 

Videos of contributors perform in both 2 stages (proper form and knee-over-

toe form) of this exercise are used for to build a machine learning model. Figure 15 

is a visual graph represent the number of frames gathered from the videos and their 

classes. There are a total of 17907 images, in which, there are 8793 samples (49.1%) 

belong to class correct form (C) and 9114 samples (51.9%) belong to class knee-over-

toe (L). Every datapoint in the dataset consists of 53 columns which are formed based 

on its classed and the important landmarks. 

 
Figure 15: Class balance of Lunge’s dataset  

 

The results of the experiment in training mentioned model are shown in the 

table below (detail mentioned in page 21 - Model Training). 

Table IV. Model training experiments for Lunge's error 

Model Neural Network Precision Recall Accuracy 

LR False 0.973 0.972 0.972 

SGDC False 0.961 0.956 0.956 

3 layers True 0.937 0.928 0.928 

7 layers with 

dropout 

True 0.892 0.865 0.865 

RF False 0.855 0.842 0.842 

5 layers True 0.861 0.831 0.831 

KNN False 0.768 0.765 0.765 

7 layers True 0.838 0.773 0.773 

SVC False 0.752 0.752 0.72 
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6. WEB APPLICATION FOR EXERCISE CORRECTION 

The main purpose of the web application is to apply and present each trained 

model to detect errors and provide detailed instructions on how to fix them from 

exercise videos. Vue.js and Django are the tools used to build this web application. 

Due to lack of time and for demonstration purposes, the main and only 

function of the web application is that the user uploads his exercise video. The system 

analyzes the video and provides all the related statistics (repetition counter, ...) or 

handles any errors found and gives advice on how to fix them. 

The trained models entirely employ by the Django server. The server 

provides an API through which the client can upload a video file and receive the 

analyzed statistics and video files. The Figure 16 below show the process of video 

analysis by the system. 

 
Figure 16: Web server - Video analyzing process 

 

 

For each video, the process of analysis from the server is described here:  

- Error detection with trained models: Depending on the type of exercise, 

the appropriate model is selected for error detection. Each error is 

recorded to return it to the client. Also, each image where an error was 

detected is saved. 

- Video and image storage: all analyzed video is also stored with detailed 

drawings of landmarks and other statistics. An API is also provided for 

the customer to stream the analyzed video. 
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In summary, the procedure for training the model was presented in detail. At 

the same time, the construction of a web application was also presented to 

demonstrate the predictive capability of the model. The next section focuses on the 

process of evaluating and testing the quality of the mentioned model and web 

application. 
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CHAPTER 4:  RESULTS 

1. MODEL EVALUATION 

This section contains an objective evaluation of the performance of the 

trained models, an explanation of some of the factors that influence the evaluation 

results, and an outline of the testing procedure. 

1.1. Evaluation metrics 

Evaluation metrics are used to measure the quality of trained machine 

learning model. Evaluation of machine learning models or algorithms is essential for 

any project. There are many different types of evaluation metrics to test a model. The 

following are the metrics that were used to evaluate the trained models in this thesis: 

- Confusion matrix: provides a detailed overview of the classification. For 

a better performing model True Positive (TP), True Negative (TN) must 

be high and False Negative (FN), False Positive (FP) should be low as 

possible. 

o True Positive (TP): Number of correctly predicted positive 

samples. 

o False Positive (FP): Number of negative samples incorrectly 

predicted as positive. 

o True Negative (TN): Number of correctly predicted negative 

samples. 

o False Negative (FN): Number of positive samples incorrectly 

labelled as negative. 

 

- Precision: tells the ratio of the true positives to the total predicted 

positives. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

- Recall: tells the proportion that the model is accurately classifying the 

true positives. It is also called Sensitivity. 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
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- F1 score: defined as the harmonic mean of precision and recall. The 

higher the precision and recall, the higher the F1-score. 

𝐹1 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

 

- F1 score curve: a graph shows the tradeoff between F1 score and different 

threshold. By observing the changes of F1 score, the curve can help to 

find the optimal threshold for a model. 

- ROC curve (receiver operating characteristic curve): a graph showing 

the performance of a classification model at all classification thresholds. 

This curve plots two parameters: True Positive Rate (TPR) and False 

Positive Rate (FPR). 

o 𝑇𝑃𝑅 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) 

o 𝐹𝑃𝑅 = 𝐹𝑃/(𝐹𝑃 + 𝑇𝑁) 

- AUC (area under the ROC curve): measures the entire two-dimensional 

area underneath the entire ROC curve. AUC provides an aggregate 

measure of performance across all possible classification thresholds.   

  

1.2. Evaluation results 

1. Bicep Curl – Lean Too Far Back 

According to the metrics from the models training experiments mentioned 

shown in Table I. Model training experiments for Bicep Curl’s error, the best model 

for this error is the K-Nearest Neighbors (KNN) model. As shown below, the model 

gives decent results. 

 

 Correct form Lean too far back 

Correct 338 1 

Lean too far back 16 249 

Table V. Bicep Curl error - Confusion matrix 

  

From the above matrix, here are the others metrics: 

 Precision  Recall F1 Score 

Correct 0.955 0.997 0.975 

Lean too far back 0.996 0.94 0.966 

Average 0.976 0.968 0.971 

Table VI. Bicep Curl error - Evaluation results 
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The choice of confidence threshold affects the evaluation and detection 

results of the model, choosing the appropriate confidence threshold will give better 

result. Observing the F1 curve and ROC curve below can help with choosing the 

optimal confidence threshold. From the F1 curve chart, the lines between classes are 

closed to each other, and the threshold which yield the best F1 score is around 0.5. 

 

 
Figure 17: Bicep curl error - F1 curve 

 

 
Figure 18: Bicep curl error - ROC curve 
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2. Basic plank errors 

According to the metrics from the models training experiments mentioned 

shown in Table II. Model training experiments for Plank’s error detection, the best 

model for this error is the Logistic Regression (LR) model. As shown below, the 

model gives decent results. 

 Correct High back Low back 

Correct 234 0 0 

High back 1 240 0 

Low back 2 0 233 

Table VII. Plank error - Confusion matrix 

 

From the above matrix, here are the others metrics: 

 Precision  Recall F1 Score 

Correct  0.987 1.0 0.994 

High back 1.0 0.996 0.998 

Low back 1.0 0.991 0.996 

Average 0.996 0.996 0.996 

Table VIII. Plank error - Evaluation results 

 

Observing the F1 curve and ROC curve below can help with choosing the 

optimal confidence threshold. From the F1 curve chart, the lines between classes are 

closed to each other, and the threshold which yield the best F1 score is around 0.6. 

 
Figure 19: Plank error - F1 curve 
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Figure 20: Plank error - ROC curve 

 

 

3. Basic squat stage 

According to the metrics from the models training experiments mentioned 

shown in Table III. Model training experiments for Squat's stage, the best model for 

stage detection is the Logistic Regression (LR) model. As shown below, the model 

provides decent results. 

 Up  Down 

Up  428 2 

Down 3 420 

Table IX: Squat stage - Confusion matrix 

 

 Precision  Recall F1 Score 

Down 0.993 0.995 0.994 

Up 0.995 0.993 0.995 

Average 0.994 0.994 0.995 

Table X: Squat stage - Evaluation results 

 

Observing the F1 curve and ROC curve below can help with choosing the 

optimal confidence threshold. From the F1 curve chart, the lines between classes are 

closed to each other, and the threshold which yield the best F1 score is around 0.5. 
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Figure 21: Squat stage - F1 score curve 

 

 
Figure 22: Squat stage - ROC curve 

 

 

4. Lunge error – Knee over toe 

According to the metrics from the models training experiments mentioned 

shown in Table IV. Model training experiments for Lunge's error, the best model for 

this error is the Logistic Regression (LR) model. As shown below, the model provides 

decent results. 
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 Correct  Knee over toe 

Correct  545 1 

Knee over toe 30 531 

Table XI. Lunge error - Confusion matrix 

 

 Precision  Recall F1 Score 

Correct 0.998 0.947 0.972 

Knee over toe 0.948 0.998 0.972 

Average 0.972 0.972 0.972 

Table XII. Lunge error - Evaluation results 

 

Observing the F1 curve and ROC curve below can help with choosing the 

optimal confidence threshold. From the F1 curve chart, the lines between classes are 

closed to each other, and the threshold which yield the best F1 score is around 0.5. 

 
Figure 23: Lunge error - F1 score curve 
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Figure 24: Lunge error - ROC curve 

 

2. TESTING WEB APPLICATION 

2.1. Test criteria 

In order to avoid errors while deploying the application and making sure to 

application works as expected, the black box testing method was used to conduct 

system testing with the criteria as:  

- Test success criteria: test results meet requirements in specification 

document, test results must return desired results and have success status 

or return error with clear and understandable message. 

- Test failure criteria: actual test results differ from the expected results 

noted in the specification document or an unmentioned error occurs. 

2.2. Test environment 

The results of tests can be influenced by many objective and subjective 

factors such as lighting, distance, angle, ... Therefore, in order to minimize these 

factors, the tests for each exercise were performed under the following conditions: 

- Distance: the tester must maintain a distance at which the entire body 

should be visible to the camera. However, the distance must also be close 

enough to maintain resolution of the frame. 

- Angle: Depending on the exercise, all important joints or landmarks that 

are important for correct execution must be visible to the camera. 

- Lighting: The lighting in test videos must be kept at a medium level to 

maintain the visibility of the tester. 
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Test system information: 

- Hardware: 

o Personal computer with stable internet connection. 

o Apple M1, RAM 16GB, SSD 256GB. 

- Software: 

o Operating System: macOS Ventura version 13.0.1. 

o Google Chrome version 107.0.5304.121 (arm64). 

 

2.3. Test features 

The table below displays all the features that were tested with their expected 

results. For each exercise, an uploaded video correspond to that exercise must contain 

the correct form and all the incorrect forms. 

Table XIII. Test - Features require to be tested. 

No Feature Description Expected Results 

1  

Analyzed 

Upload 

Exercise 

Video 

−  User uploads an exercise 

video. 

−  User chooses a type of 

exercise. 

−  System displays statistic 

gathered from the video. 

−  System displays a full 

analyzed video. 

−  If errors are found, system 

displays list of errors caught 

from the video. 

−  Successfully upload video. 

−  Successfully display 

analyzed statistics. 

−  Successfully display 

analyzed video. 

−  Successfully display 

images of error if there are 

ones. 

 

From the list of features or functions that need to be tested listed in Table 

XIII, test scenarios were formed for each function. Each case will specify input data, 

expected results, actual results along with evaluation comments. The test scenarios 

for each function are described in Table XIV below. 
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Table XIV. Test features' scenario 

Code Scenario Input Expected output 
Actual 

Output 

QB-01 

Detected 

incorrect Bicep 

Curl forms. 

Uploaded 

Video 

−  Display Bicep Curl’s 

counter. 

−  Display images of the 

error along with its 

timestamp. 

−  Display full video with 

detail analysis. 

As 

expected 

QB-02 

Detected 

incorrect Plank 

forms. 

Uploaded 

video 

−  Display images of the 

error along with its 

timestamp. 

−  Display full video with 

detail analysis. 

As 

expected 

QB-03 

Detected 

incorrect Squat 

forms. 

Uploaded 

Video 

−  Display Squat’s counter. 

−  Display images of the 

error along with its 

timestamp. 

−  Display full video with 

detail analysis. 

As 

expected 

QB-04 

Detected 

incorrect 

Lunge forms. 

Uploaded 

Video 

−  Display Lunge’s counter. 

−  Display images of the 

error along with its 

timestamp. 

−  Display full video with 

detail analysis. 

As 

expected 

 

In conclusion, the application successfully meets the test criteria as seen from 

the test results. Below are some of the frames which are detected as error from the 

tests. 
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Figure 25: Test QB-01. Bicep Curl error detection 

 

 

 
Figure 26: Test QB-02. Plank error detection 

 



Wrong pose detection in exercise videos Advisor: Dr. Trần Công Án 

Ngô Hồng Quốc Bảo - B1809677 45 

 
Figure 27: Test QB-03. Squat error detection 

 

 

 
Figure 28: Test QB-04. Lunge error detection 

 

As can be seen, the efficiency of the object detector in this study is quite high 

when applied to the web-based application, so it can be said that this system 

successfully meets the set goals. The next section deals with any shortcomings and 

future implementations of the system.  
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CHAPTER 5:   

CONCLUSION 

1. FINAL RESULTS 

While researching and working on this thesis, I was able to familiarize myself 

with many machine learning theories, technologies, and tools. Using the MediaPipe 

Pose framework, all of the trained models produced results that met my expectations. 

They can work in detecting or classifying errors in 4 exercises (biceps curl, basic 

plank, basic squat and lunge) with very effective results. 

However, it should be noted that most of the data (both in the training and 

testing set) is from my own self-recorded videos, which definitely affected the 

training process of the models and may be the reason for their high accuracy. 

2. FUTURE WORKS 

Due to limited time and resources, I have mainly focused on developing and 

finalizing the basic and main errors of each exercise. On the other hand, I am also 

preparing some future ways to improve the system in the future:  

- Extending the datasets to include other participants' videos to eliminate 

the biases of the models. 

- Researching other common errors for the 4 exercises in the study. 

- Researching other popular exercises that are also frequently performed 

incorrectly. 

- Detecting the start and end of an exercise for better analysis. 
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