


Introduction/Motivation

Challenges in conventional approaches to drug discovery

High costs and time, with low success rates.

Resource-intensive compound screening in huge libraries.

The impracticality of manual exploration in vast and unexplored chemical space.

Increasing demand for more effective treatments and faster development

Opportunities

Shift towards proactive molecule creation for specific targets.

Adapting NLP techniques for molecular design using SMILES notation.



Literature Survey
MolGPT: Molecular Generation Using a Transformer-Decoder Model: Introduces a transformer-decoder based model for
processing SMILES strings in molecular structures, focusing on its ability to generate valid, diverse molecules with
specific properties. Key experiments demonstrate the model's control over molecular properties and use saliency maps
for interpretability, highlighting its potential in drug discovery and material science.

Molecular Sets (MOSES): A Benchmarking Platform for Molecular Generation Models, introduces a dataset from the ZINC
Clean Leads collection for molecule generation, evaluating several models including neural networks and variational
autoencoders against metrics like validity and novelty. The study establishes a benchmark in generative modeling for
molecules, demonstrating neural models' effectiveness over non-neural baselines.

Reinforced Self-Training (ReST) for Language Modeling: technique combining reinforcement learning from human feedback
(RLHF) with large language models (LLMs) for machine translation. ReST employs a two-step process: dataset expansion
through model output sampling and fine-tuning via offline reinforcement learning algorithms, resulting in significantly
enhanced translation quality and alignment with human preferences.

Searching for High-Value Molecules Using Reinforcement Learning and Transformers: introduces ChemRLformer, an RL-
based algorithm for molecular design, assessing the impact of text representation and training choices in RL. The research,
spanning 25 molecular design tasks including protein docking simulations, reveals that SMILES notation outperforms
SELFIES, highlights the importance of pretraining molecule quality, and compares transformer and RNN architectures,
leading to a refined approach in molecular design with practical insights for future developments.



Problem statement or Formulation

Problem statement: Developing a transformer-based model for generating
drug- like molecules with the ability to control and generate molecules with
desired conditions such as scaffolds, chemical properties and behaviour
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Notation Benzene represenation Benefit

SMILES “c1ccccc1” Simplest

SELFIES [C][=C][C][=C][C][=C][Ring1][=Branch1]
Ensures syntactic validity

DeepSMILES "cccccc6" Suitable for ML models 

SAFE Structure-aware encoding 
Captures more context 

Datasets and representations



Tokenizer
“c1ccccc1”
tokenization

Atomwise [‘c’, ‘1’, ‘c’, ‘c’, ‘c’, ‘c’, ‘c’, ‘1’] 

Kmer [‘c1c’, ‘1cc’, ‘ccc’, ‘ccc’, ‘cc1’] 

BPE/SMILESPE  [‘c’, ‘1’, ‘ccccc’, ‘1’] - Dataset Dependant

Tokenization and Model Architecture



Evaluation and Fine-Tuning



Experiments

Over the course of the research, the following aspects of de novo molecular
generation were studied:

Model’s ability to control structures and realize set properties in
generated samples
Effect of training dataset on quality of molecules generated
Potential of RL based frameworks in aligning the generated samples to
optimize for downstream tasks of commercial interest
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Conclusions and Future work

Conclusions:
High degree of structural and functional control can be achieved
The quality of dataset may be more important than the size of the dataset
RL based fine-tuning methods such as ReST  can significantly align the
model’s behaviour to maximize for desired properties

Next steps:

Comprehensive study comparing all options available for data
representation, tokenization, model architecture, fine-tuning
Fine-tuning for specific therapeutic properties (anti-malarial, anti-
bacterial, anti-fungal)


