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High quality image synthesis results using diffusion
probabilistic models, a class of latent variable models inspired
by considerations from nonequilibrium thermodynamics. 
This talk covers the mathematical intuitions of denoising,
diffusion and how it translates into the code implementation.

Find code on github.com/aharshit123456/ddpm
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http://github.com/aharshit123456/ddpm
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Step 1:  throw junk on a photo

r/howToLearnToCreateHenAnImage

Step 2: learn how to remove the junk from the photo 

DENOISING

lets play a game ? goto learndiffusion.vercel.app

http://learndiffusion.vercel.app/


PROBLEM AND SOLUTION
the best way to create noise is to
use normal distribution and
diffusion models.

NOISEHOW TO THROW JUNK AT AN
IMAGE EFFICIENTLY ????
The problem with noise
augmentation is to generate effective
and balanced noise.

make neural networks that take in
noisy image and train them to
output image with lesser noise.
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HOW TO REMOVE THIS JUNK??
The next big problem is to learn and
remember denoising process efficiently.



NORMAL DISTRIBUTION
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NORMAL DISTRIBUTION
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VARIATIONAL
AUTOENCODERS 

AND UNET 
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PLATO’S ALLEGORY
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AUTO ENCODERS
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AUTO ENCODERS
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Same thing as earlier but
more readable, I guess ?
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LOSS FUNCTION
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LOSS FUNCTION
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VARIATIONAL DIFFUSION
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IMPLEMENTATION
Noise Scheduler
We have precomputed values of alpha
and beta to predict posterior variances
and thus create noise distributions.
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Autoencoder for
denoising
VAE - UNET used for learning the
reverse (denoising) process efficiently
and have a rich pool of latent variables.

Timestep Embedding
We create embeddings of timesteps
into the denoising neural network in-
order to make the model understand
the extent of noise at a given timestep.

Sampling
We curate a sampler method that can
show the model’s noise prediction and
denoising process.
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NOISE SCHEDULER



AUTOENCODER FOR DENOISING
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TIMESTEP EMBEDDING



 RESULT
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Simple Unet

Self Attention

CBAM

10 step samples from the 5th training epoch of  the model
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CONCLUSION

Denoising: process of removing noise from an image progressively to
learn image features and meaning.

Diffusion: process of adding gaussian noise to images progressively that
balance images

Variance: scheduling noise to be progressively more variant.
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Better placement of CBAM and Attention Gates
Currently the CBAM and Attention Gates are at bottleneck, there’s a much smarter and
better position for them to be placed at in the unet.

Gaussian Blur
For smaller images, gaussian noise performs nice. But there are many more ways to create
“noise”. Try implementing a forward noise using gaussian blur.

Gradio Inference Implementation
Implement an API service and a Gradio Inference page in the learndiffusion
website for loading and generating images
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