
ABSTRACT. We use immersive technology (360 video and avatars) for personal communications, to provide a 
more natural experience among participants, on-site or remote, and to facilitate the interaction with the 
environment. To elicit sense of presence for people physically situated in another place we use avatars. In 
this scenario we propose an automatic placement of the avatars based on Artificial Intelligence in real time, 
calculating the positions according to the real environment, avoiding occlusions with other avatars and 
relevant parts of the scene. The result is a more natural communication experience for all peers.
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Main Components
• Scene analysis in 360 video
• Artificial Intelligence to recognize areas of interest for avatar positioning
• Offloading computationally expensive algorithms
• Real time processing
• Unity client combining all this information in the immersive scene

AI for scene analysis

• Person detection with Faster R-CNN [2] implemented with 
the library Detectron2 [3]

o Avg. Intersection over Union of 65%.

• Calculation of available positions in the local scene
o Between and above the calculated bounding boxes

Architecture

• Based on the immersive video conferencing system in [1]
o Video encoded with H.264 or H.265 and transmitted over UDP with 

RTP headers
o Audio managed by Mumble library
o Connectivity via Ethernet, WiFi, or mobile network (4G or 5G)
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Experimental evaluation

• Ten-minute meeting with four local users and two remote users
• 8Mbps video with 4K resolution encoded with H.264

• Our method improved the immersiveness as the avatars were 
correctly placed and steady, generating a comfortable scene

• More realistic avatars and a more complete scene analysis are 
considered for future work
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